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Abstract. A club consisting of former regulars is added to an inaccessible
cardinal, without changing cofinalities outside it. The initial assumption is

optimal. A variation of the Radin forcing without a top measurable cardinal

is introduced for this.

1. introduction

From the assumption ◦(κ) = κ+, by Mitchell, Radin forcing [1] adds a club which
consists of ground model regular cardinals, while maintaining inaccessibility at κ.
The large cardinal assumption for that is not optimal. Later, the first author [2]
constructed a forcing which adds a club subset of κ containing regular cardinals in
V , while maintaining inaccessibility of κ, from the optimal assumption. The forcing
was done in two steps. The first step is to build a κ-c.c. forcing iteration which is
a cardinal-preserving forcing P0 ascertaining that in V P0 , the set E := {α < κ | α
is regular in V } is a fat set, namely for every δ < κ and every club subset C of κ,
there is a closed subset of C ∩ E of order-type δ. Then the second step was done
by shooting a club subset of E using closed bounded subsets of E. By fatness, the
forcing P1 is (κ,∞)-distributive. Hence, the forcing produces a club subset of κ,
preserves all cardinals, preserves inaccessibility of κ. However, V -regular cardinals
even outside the club added by the forcing maybe singularized. Here we prove the
sharper result. We state our result as the following.

Theorem 1.1. Let κ be a strongly inaccessible cardinal. Assume there are a set

X ⊆ κ, ◦ : X → κ (◦ is the function representing Mithchell orders), and U⃗ such
that

(1) for α ∈ X, ◦(α) < α.

(2) for α ∈ X, U⃗(α) = {U(α, β) | β < ◦(α)} is a Mitchell increasing sequence
of normal measures.

(3) for ν < κ, {α ∈ X | ◦(α) ≥ ν} is stationary.

Then there is a cardinal-preserving extension of size κ which adds a club subset C
of κ containing only regular cardinals in V , κ is strongly inaccessible in the forcing
extension. Furthermore, V -regular cardinals in κ \ lim(C) remain regular in the
extension.

In this paper, we present a different method to add a club subset of κ while
maintaining inaccessibility of κ. Although we work in detail where the assumption
(as in Assumption 2.1) is slightly stronger than the assumption in Theorem 1.1, one
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can easily modify our detail to obtain the same result from the optimal assumption,
namely the assumption in Theorem 1.1.

The organization of this paper is the followings.

• In Section 2 we give an initial assumption, give some basic facts regarding
large cardinals and forcings.

• In Section 3 and 4 we define the forcing Pα for α < κ. The forcing will
approximate the main forcing Pκ in the end. We show basic properties and
discuss on quotients.

• In Section 5 we prove the Prikry property for Pα.
• In Section 6 we investigate the cardinal behavior after forcing with Pα.
We also investigate the canonical sets Cα and Cα/Q derived from generic
objects. These are served as the initial segments of the final club subset of
κ.

• In Section 7 we define the final forcing Pκ and show that it gives the main
result.

• In Section 8 we show that the assumption in Theorem 1.1 is optimal.

We assume the readers are familiar with forcings, Radin-Magidor forcing from
a coherent sequence of measure (for example, the version that appear in Section
5.2 of Gitik’s chapter in [3], iterated forcings, and quotient forcings, although we
attempt to present in significant details.

2. Basic facts

We start by stating our initial assumption, which we use from Section 2 to Section
7.

Assumption 2.1. Assume GCH and κ is inaccessible. Assume there is a set

X ⊆ κ, ◦ : X → κ, and U⃗ such that

(1) for α ∈ X, 0 < ◦(α) < α.

(2) U⃗ = {U(α, β) | α ∈ X,β < ◦(α)} is a coherent sequence of normal mea-
sures.

(3) for ν < κ, {α ∈ X | ◦(α) ≥ ν} is stationary.

We remind readers the definition of a coherent sequence of measures. Define
(α0, β0) < (α1, β1) for each ordered pairs (α0, β0) and (α1, β1) if α0 < α1 or (α0 =

α1 and β0 < β1). Let U⃗ ↾ γ = {U(α, β) ∈ U⃗ | α < γ} and U⃗ ↾ (α, β) =
{U(α′, β′) | (α′, β′) < (α, β)}. Coherence states that j : V → Ult(V,U(α, β)), then

j(U⃗) ↾ (α + 1) = U⃗ ↾ (α, β). It is known in [2] that Assumption 2.1 is sufficient to
construct a forcing which adds a club subset of κ of ground model regular cardinals,
while maintaining inaccessibility of κ. We note again that Assumption 2.1 is slightly
stronger than the assumption in Theorem 1.1, which is known to be optimal to
build a forcing to add a club subset of κ containing V -regular cardinals, and κ is
inaccessible in the extension. We can construct a forcing that gives the same effect
using only the assumption in Theorem 1.1.

Notations and conventions: From this point to Section 7, we assign some
notations and agreements for our convenience. Some of them are not standard
notations. For each pair of sets A and B, we denote A ⊔ B the usual union of A
and B, whenever A ∩ B = ∅. We assume that all measure-one sets concentrate
on inaccessible cardinals. Define ◦(γ) = 0 if and only if γ is inaccessible and not
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measurable. We also assume that X includes all points γ with ◦(γ) = 0, so that

X = {α < κ | α is inaccessible}. For α ∈ X with ◦(α) > 0, let U⃗(α) = {U(α, β) |
β < ◦(α)} and we say that A ∈ U⃗(α) if and only if A ∈ ∩β<◦(α)U(α, β). If

◦(α) = 0, U⃗(α) = {∅}. We assume that each A ∈ U⃗(α) is written as a disjoint
union of ⟨Aβ | β < ◦(α)⟩ where Aβ ∈ U(α, β) and for γ ∈ Aβ , ◦(γ) = β. For each

A ∈ U⃗(α) and γ ∈ A, we define A ↾ γ = {ξ ∈ A | ξ < γ and ◦(ξ) < ◦(γ)} and

A \ γ = {ξ ∈ A | ξ > γ}. We note that if γ ∈ A ∈ U⃗(α) and ◦(γ) = 0, then

A ↾ γ = ∅. Assume that for γ ∈ A, A ↾ γ ∈ U⃗(γ). For P -name of ordinal ν̇,
define ν̄ = sup{ν | ∃p ∈ P (p ⊩ ν̇ = ν̌)} + 1. For each function F with domain
A of ordinals, and γ is an ordinal, let F \ γ = F ↾ (A \ γ). When we force with
a forcing notion Pα, then the corresponding relations and other relevant objects
may be distinguished by the subscript α, e.g. ≤α and ≤∗

α, ⊩α, and so on. If ν̇ is
a Q-name of an ordinal which is at least α, we put subscripts ν̇/Q for the forcing
Pν̇/Q e.g. ≤ν̇/Q and ≤∗

ν̇/Q. If Q = Pα, then we abbreviate the subscript ν̇/Q by

ν̇/α. We remove subscripts sometimes if they are clear from the context. We often
omit the check symbols for the names representing ground model elements in a
forcing (except in Section 3 where we emphasize the places where names are used).
Fix a limit ordinal γ. A club in γ is a closed unbounded subset of γ. Even though
cf(γ) = ω, a cofinal subset of γ of order-type ω is also considered as a club.

We start off in this section by recalling some known facts, which will be used in
further sections.

Proposition 2.2. Let A ∈ U⃗(α). For γ ∈ A, let Bγ ∈ U⃗(γ) and Bγ ⊆ A ↾ γ.

Then there is A∗ ∈ U⃗(α), such that A∗ ⊆ A, and for γ ∈ A∗, A∗ ↾ γ ⊆ Bγ .

Proof. For each β < ◦(α), we defineXβ
1 ∪X

β
2 ∪X

β
3 as follows. LetXβ

1 = jU(α,β)(γ 7→
Bγ)(α). Then Xβ

1 ∈ jU(α,β)(U⃗)(α) = U⃗(α) ↾ β. Also, Xβ
2 := {γ ∈ A | ◦(γ) = β

and Xβ
1 ∩ γ = Bγ} ∈ U(α, β). Finally, let Xβ

3 = {γ ∈ A | ◦(γ) > β}. Then

Xβ
3 ∈ U⃗(α) \ (β + 1). Let A∗ = ∩β<◦(α)(X

β
1 ∪ Xβ

2 ∪ Xβ
3 ). By α-completeness

of measures, A∗ ∈ U⃗(α). Furthermore, we have that for γ ∈ A∗ with ◦(γ) = β,

A∗ ↾ γ ⊆ Xβ
1 ∩ γ ⊆ Bγ .

□

Proposition 2.3. Let P ∈ Vξ+1 be a forcing notion and G be P -generic. Then
there is a coherent sequence of measures ⟨U(α, β) | β < ◦(α), α > ξ, and α ∈ X⟩,
each U ′(α, β) extends U(α, β).

Proof. In V [G], for ρ > ξ, define U ′(ρ, γ) = {A ⊆ ρ | ∃B ∈ U(ρ, γ)(B ⊆ A)}. For
each ordered pair (α, β), α > ξ, let j := jU(α,β) : V → M . Since P ∈ Vξ+1 and

α > ξ is inaccessible, j extends to j : V [G] → M [G]. Since dom(U⃗ ′) = {(ρ, ξ) ∈
dom(U⃗) | ρ > ξ}, dom(j(U⃗ ′)) ↾ α + 1 = dom(U⃗ ′) ↾ (α, β). Since crit(j) = α,

M [G] ⊆ V [G], and V
M [G]
α+1 = V

V [G]
α+1 , by following the coherence of U⃗ , we have that

j(U⃗ ′) ↾ α+ 1 = U⃗ ′ ↾ (α, β).
□

Observe that in Proposition 2.3, U(ρ, ξ) is dense in U ′(ρ, ξ): U(ρ, ξ) ⊆ U ′(ρ, ξ)
and for A ∈ U ′(ρ, ξ), there is B ∈ U(ρ, ξ) such that B ⊆ A.
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Proposition 2.4. Let P ∈ Vα and α ∈ X. If Ȧ is a P -name of an element in

U⃗(α). Then there is B ∈ U⃗(α) such that ⊩P B̌ ⊆ Ȧ.

Proof. Take B = ∩{A′ | ∃p ∈ P (p ⊩P Ȧ = Ǎ′⟩}. Then B ∈ U⃗(α) since |P | < α.
□

We end this section by recalling that if for γ < α, Aγ ∈ U⃗(α), the diagonal
intersection of ⟨Aγ | γ < α⟩, denoted by △γ<αAγ , is the set {γ < α | ∀ξ <

γ(γ ∈ Aξ)}. It is easy to check that △γ<αAγ ∈ U⃗ . A variation of the diagonal

intersection is also defined: for γ⃗ ∈ [α]n, let Aγ⃗ ∈ U⃗(α), we define △γ⃗Aγ⃗ =
△ξ<α ∩{γ⃗|max(γ⃗)=ξ} Aγ⃗ .

3. The forcing Pα: basic cases

In Section 3 and 4 we build forcings Pα for α ∈ X by recursion. In this section we
define Pα for the first two ordinals in X. The reason we define forcings at two levels
is that we want to introduce quotient forcings, which are more meaningful when we
consider two levels. All the forcings and the quotients in this section are equivalent
to the trivial forcing. However, the construction of Pα for α ∈ X and their quotients
which appear in both sections will satisfy a long list of the properties, which will
be verified inductively. We also introduce all necessary notions which will appear
in the list of properties, which will be elaborated later in Proposition 4.1.

Definition 3.1. (The first basic case)
Let α0 = min(X).

(1) Define Pα0 as {1α0 , p0} where p0 = ⟨α0, ∅, ∅⟩. Define the forcing relation
≤ on Pα0 so that p0 is stronger than 1α0 . Let ≤∗=≤. We call p0 a pure
condition. There are no impure conditions. The stems for both conditions
are empty. Suppose G is Pα0

-generic, then G = Pα0
. In V [G], define

Cα0
= {α0}, and let Ċα0

be the Pα0
-name of such Cα0

.
(2) AssumeG is Pα0

-generic, define (Pα0
[G],≤,≤∗) as the trivial forcing ({∅},≤

,≤∗) in V [G]. Let Pα̌0
/Pα0

be a Pα0
-name of the forcing Pα0

[G], where α̌0

is the Pα0 -name. If H is Pα0 [G]-generic, in V [G][H], define Cα0/α0
= ∅,

and let Ċα̌0/α0
be a Pα0

∗ Pα̌0
/Pα0

-name for such Cα0/α0
.

(3) If G is P0-generic, define Pα̌0/Pα0 [G] as Pα0 [G].

Definition 3.2. (The second basic case)
Let α0 = min(X) and α1 = min(X \ (α0 + 1)).

(1) Define Pα1 as {1α1 , p1, p01}, p1 = ⟨α1, ∅, ∅⟩, p01 = ⟨α0, ∅, ∅, α̌0, ∅̌⟩⌢⟨α1, ∅, ∅⟩
where the checks are considered as a Pα0-name. Define the forcing relation
≤ on Pα1

so that 1α1
is the weakest condition, and p1 and p01 are not

comparable. Let ≤∗=≤. We call p1 a pure condition and p01 an impure
condition. The stems for 1α1

and p1 are empty, and the stem for p01 is

⟨α0, ∅, ∅, α̌0, ∅̌⟩. If G is Pα0
-generic, then either G = {1α1

, p1}, which we
define the corresponding Cα1

= {α1}, otherwise, G = {1α1
, p01}, in which

case, we define Cα1
= {α0, α1}. Let Ċα1

be a Pα1
-name for such Cα1

.
(2) Assume G is Pα0

-generic, define Pα1
[G] as {1α1

, ⟨α0, ∅⟩⌢⟨α1, ∅, ∅⟩}. We
consider 1α1

as the weakest condition and ≤∗=≤. If H is Pα1
[G]-generic,

define Cα1/α0
= {α1}, and let Ċα̌1/α0

be a Pα0
∗ Pα̌1/α0

-name for such
Cα1/α0

. We do not define pure, impure conditions, and stems in this case.
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Define Pα̌1
/Pα0

as the Pα0
-name of the forcing Pα1

[Ġ] where Ġ is the
canonical name for generic for Pα0 , where the check is the Pα0-name.

(3) Assume G is Q := Pα0 ∗Pα̌0/Pα0-generic where the check is the Pα0-name,
define P1[G] = {1α1

, ⟨α1, ∅, ∅⟩} (in V [G]), with the induced ordering in
P1, i.e., 1α1

is the weakest element. Define ⟨α1, ∅, ∅⟩[G] = ⟨α1, ∅, ∅⟩. The
condition ⟨α1, ∅, ∅⟩ is a pure condition. The stems of both conditions are
empty. There are no impure conditions. Define Pα1/Q as the Q-name of

the forcing Pα1
[Ġ] where Ġ is the canonical name for generic for Q. Define

Cα1/Q = {α1}. Let Ċα1/Q be a PQ ∗ Pα̌1/Q be a name for such Cα1/Q.
(4) Assume G is Pα1-generic, let Pα1 [G] as the trivial forcing ({∅},≤,≤∗) in

V [G]. Define Pα̌1
/Pα1

(where the check is the Pα1
-name) as the Pα1

-name
of Pα1

[G]. If H is Pα1
[G]-generic, in V [G][H], define Cα1/α1

= ∅. Let

Ċα̌1/α1
be a Pα1 ∗ Pα̌1/Pα1 -name for such Cα1/α1

.
(5) For i = 0, 1, if G is Pi-generic, define Pα̌1

/Pαi
[G] = Pα1

[G].

Note that p01 in Definition 3.2 is considered in the following manner. First
we consider the first tuple of p01, which is ⟨α0, ∅, ∅, α̌0, ∅̌⟩. The first three entries
⟨α0, ∅, ∅⟩ is an element in Pα0 . The fourth entry α̌0 is considered as a Pα0-name of
an ordinal in the interval [α0, α1)∩X, which is just {α0}. It serves as a parameter
in the quotient forcing the fifth entry is living in. In this case, it is Pα̌0

/Pα0
, where

the denominator is the first entry of the tuple. The last entry ∅̌ is a Pα0
-name

of the element in Pα̌0/Pα0 . Hence, ⟨α0, ∅, ∅, α̌0, ∅̌⟩ is regarded as a condition in
Pα0 ∗ Pα̌0/Pα0 . When G is Pα0-generic, we consider Pα1 [G] as the “leftover” of
the conditions in Pα1

whose initial segments are in G. For example, the condi-

tion p01 = ⟨α0, ∅, ∅, α̌0, ∅̌⟩⌢⟨α1, ∅, ∅⟩ can be factored to ⟨α0, ∅, ∅⟩ ∈ Pα0 , and the

rest: ⟨α̌0, ∅̌⟩⌢⟨α1, ∅, ∅⟩. If G is Pα0
-generic, then the non-trivial element in Pα1

[G]

is ⟨α̌0, ∅̌⟩⌢⟨α1, ∅, ∅⟩[G] = ⟨α0, ∅⟩⌢⟨α1, ∅, ∅⟩ which is considered as a condition in
Pα0

[G]× Pα1
[G].

We now list all the properties which we need to be true in the more general
settings. Stronger versions of some properties are true, but we state in a way that
is aligned together with properties in general cases, i.e. Proposition 4.1. Let α0

and α1 be as in Definition 3.2. Let 0 ≤ i ≤ j ≤ 1.

• (Pα0
,≤,≤∗) and (Pα1

,≤,≤∗) have the Prikry property , preserve all car-
dinals, and GCH. ⊩αi

(Pα̌j
/Pαi

,≤,≤∗) has the Prikry property, preserves
all cardinals, and GCH, and ⊩αi

Pα̌i
/Pαi

is the trivial forcing.
• |Pα0

| ≤ α+
0 , |Pα1

| ≤ α+
1 (they are actually finite). Hence, they are α++

0 -c.c.,
and α++

1 -c.c., respectively. ≤∗
α0

is α0-closed and ≤∗
α1

is α1-closed (both are
∞-closed). Furthermore, ⊩αi

(Pα̌j
/Pαi

,≤∗) is min(X \ (αi + 1))−closed

(it is ∞-closed). It is easy to check that ⊩αi |Pα̌j/Pαi | ≤ α+
j (it is finite),

hence α++
j -c.c., and ≤∗ is αj-closed (it is ∞-closed). Hence, by counting

nice names, the two-step iteration Pαi
∗ Pα̌j

/Pαi
has size α+

j in V , hence

α++
j -c.c., has the Prikry property, preserves all cardinals, and GCH.

• Consider the condition p01 ∈ Pα1
as in Definition 3.2. Set P s = Pα0

∗
Pα̌0

/Pα0
. Let G be P s-generic (it is unique). Then, in V [G], Pα1

[G] has
the Prikry property, preserves all cardinals, GCH, |Pα1

[G]| ≤ α+
1 , so α++

1 -
c.c. Notice that p01 = s⌢p1, where s ∈ G, and p1 = p1[G] ∈ Pα1

[G].
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• If p ∈ Pαi
, γ < αi, ⟨pβ | β < γ⟩ is a sequence of conditions such that

pβ ≤∗
αi

p for all β, then there is p∗ ≤∗
αi

p such that p∗ ≤∗
αi

pβ for all β. If
⊩i q̇ ∈ Pα̌j/Pαi , γ < min(X \ (αi+1)), and for β < γ, there are pβ , q̇β such
that pβ ∈ Pαi

, pβ ⊩i q̇β ≤∗ q̇, then there is q̇∗ such that ⊩ q̇∗ ≤∗ q̇ and for
all β, pβ ⊩ q̇∗ ≤∗ qβ .

• Let p01 ∈ Pα1
be as before. Set Q = Pα0

∗ Pα̌0
/Pα0

and s := stem(p01) =

⟨α0, ∅, ∅, α̌0, ∅̌⟩ ∈ Q. Set P s = Pα0
∗ Pα̌0

/Pα0
. Let G be P s-generic, and

H be Pα1
[G]-generic containing ⟨α1, ∅, ∅⟩. By setting I = {1α1

, p01}, we
have that I is Pα1

-generic, V [G][H] = V [I]. Conversely, assume I is Pα1
-

generic containing p01. Let G be P s-generic, and H be P1[G]-generic (these
are unique), then V [G][H] = V [I]. Notice that p01 = p01 ↾ Q⌢p1 where
p01 ↾ Q = stem(p01) ∈ Q, and p1 = p1[G] ∈ Pα1

[G].

Definition 3.3. Let Q = Pα0 or Pα0 ∗ Pα̌0/Pα0 and G be Q-generic. Define

⊩Pα1
[G]q̇ ∈ Pα̌1/Pα1 [G] iff q̇ ∈ (Pα̌1)[İ] where Ḣ is the name for Pα1 [G]-generic,

and İ is the corresponding canonical name for Pα1
-generic, i.e. ⊩Pα1 [G] İ = G ∗ Ḣ.

• If G is Pα0
-generic, then Cα0

= {α0} ⊆ α0 + 1, Cα0
\ {α0} = ∅ is a closed

bounded subset of α0. If G is Pα1-generic, then Cα1 is either {α1} or
{α0, α1}, both are subsets of α1 + 1. Cα1 \ {α0} is either ∅ or {α0} which
are closed bounded subsets of α1. Cαi/αi

= ∅. Cα1/α0
= {α1} ⊆ α1+1, and

Cα1/α0
\ {α1} = ∅ is a closed bounded subset of α1. All regular cardinals

are regular in these extensions.
• Consider p01 ∈ Pα1

as before, G is Q := Pα0
∗Pα̌0

/Pα0
-generic, H is Pα1

[G]-
generic, and I be the canonical Pα1

-generic such that V [G][H] = V [I]. We
see that in V [I], Cα0

= {α0}, Cα0/α0
= {∅}, Cα1/Q = {α1}. Note that I is

Pα1 -generic containing p01 so that Cα1 = {α0, α1} = Cα0 ⊔Cα0/α0
⊔Cα1/Q.

4. The forcings Pα: the general cases

We now state a list of properties that we wish to be true in general. Note that all
the properties are true in our basic cases (we did not prove the properties for every
possible case, but one can simply apply the arguments from Section 3 to check all
the cases).

Proposition 4.1. (The inductive assumptions)
Fix α ∈ X, and Pα-name ν̇ with ⊩α ν̇ ∈ X and ν̇ ≥ α. The following properties

hold:

(1) (Pα,≤α,≤∗
α) has the Prikry property, preserves all cardinals, and GCH.

(Pν̇/Pα,≤ν̇/α,≤∗
ν̇/α) is forced by Pα to have the Prikry property, preserve

all cardinals, and GCH. ⊩α ν̇ = α implies (Pν̇/Pα,≤,≤∗) is the trivial
forcing.

(2) |Pα| ≤ α+, hence α++-c.c. ({p ∈ Pα | p is pure},≤∗) is α-closed ⊩α

|Pν̇/Pα| ≤ ν̇+, hence ν̇++-c.c., ({p ∈ Pν̇/Pα | p is pure},≤∗) is ν̇-closed.
Recall from our notation that ν̄ = sup{ν | ∃p ∈ Pα(p ⊩α ν̇ = ν̌)} + 1.

Note that ν̄ < κ since |Pα| < κ and ν̇ is forced to be less than κ. By the
basic facts on two-step iteration, and GCH, the forcing Pα ∗ Pν̇/Pα has
size at most ν̄+, has ν̄++-c.c., preserves cardinals and GCH. Furthermore,
({p ∈ Pα | ((stem(p)0)0) = γ},≤∗) is γ-closed and ⊩γ (Pν̇/Pα,≤∗) is
min(X \ (α+ 1))-closed.
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(3) Let Q be Pβ or Pβ ∗ Pγ̇/Pβ where β < α, ⊩β β ≤ γ̇ < α. We define

⊩Q (q̇ ∈ Pα/Q ⇔ ∃p⌢0 p1 ∈ Q(p0 ∈ Q and p1[Ġ] = q̇))

and (⊩Q q̇ ∈ Pα/Q) iff for every Q-generic G, q̇[G] ∈ Pα[G].

(the notion Pα[G] and p1[G] will be explained further in Definition 4.10).
Then ⊩Q (Pα/Q,≤,≤∗) has the Prikry property, preserves all cardinals,
GCH. With nice names, |Pα/Q|V ≤ α+, and so (Pα[G],≤) is α++-c.c. If
pure conditions are defined in Pα[G], then ({p ∈ Pα[G] | p is pure},≤∗) is
α-closed. If Q is Pα, then Pα/Pα is the trivial forcing.

(4) Let p ∈ Pα, stem(p0)0 = γ. Suppose that β < γ and for all ξ < β, pξ ≤∗
α p,

then there is p∗ ≤∗
α p such that for all ξ < β, p∗ ≤∗

α pξ. Furthermore, let
⊩α q̇ ∈ Pν̇/Pα. Let β′ < min(X \ (α + 1)). Suppose that for ξ < β, there
are pξ ∈ Pα and q̇ξ such that pξ ⊩α q̇ξ ≤∗ q̇. Then there is q̇∗ such that
⊩α q̇∗ ≤∗ q̇ and for all ξ, pξ ⊩α q̇∗ ≤∗ q̇ξ.

(5) With the notions in (3), let H be V [G]-generic over Pα[G]. Then there is
a canonical generic I over Pα such that V [G][H] = V [I]. I is defined as
{p ∈ Pα | p is of the form p⌢0 p1, p0 ∈ G, p1[G] ∈ H}. Conversely, let Q be
the forcing Pβ or Pγ̇/Pβ where ⊩β β ≤ γ̇ < α. Let I be Pα-generic, p ∈ I,
and p ↾ Q ∈ Q exists. Define

G := {p′ ↾ Q | p′ ∈ I and p′ ↾ Q exists}
is Q-generic,

H := {(p′[G] | ∃t ∈ G(t⌢p′ ∈ I)}
is V [G]-generic over Pα[G], and V [G][H] = V [I]. This makes Pα to be

equivalent to Q ∗ Pα/Q.
(6) With the notions in (3), (Pν̇/Pα)[G] := Pν̇[G][G]/Pα[G] is also defined (ν̇[G]

is a Pα[G]-name) as follows: ⊩Pα[G] q̇ ∈ (Pν̇/Pα)[G] iff q̇ ∈ (Pν̇)[G][Ḣ]

where Ḣ is the canonical name for Pα[G]-generic. If I is Pα-generic, we
define Pν̇ [I]/Pα[I] as Pν̇[I][I], which was defined in (5).

(7) The notions Ċα and Ċν̇/α are sets defined from generics over Pα and

Pν̇/Pα, respectively. Let G be Pα-generic and Cα = Ċα[G]. Then Cα ⊆
α + 1, max(Cα) = α. If ◦(α) = 0, then Cα \ {α} is a closed unbounded
subset of α. Otherwise, Cα \{α} is a club subset of α and singularizes α to
have cofinality cf(ω◦(α)) (where the exponentiation is the ordinal one). If
λ is regular in V and λ ̸∈ lim(Cα \ {α}), then ◦(λ) = 0 and λ is regular in

V [G]. Now, let H be (Pν̇)[G]-generic, ν = ν̇[G], and Cν/α = Ċν/α[G][H].
Then, Cν/α ⊆ (α, ν] so that if ν = α, Cν/α = ∅, otherwise max(Cν/α) = ν.
Assume ν ̸= α, if ◦(ν) = 0, Cν/α \ {ν} is a closed bounded subset of ν,
otherwise, Cν/α \ {ν} is a club subset of ν, which singularizes ν to have

cofinality cf(ω◦(ν)) (where the exponentiation is the ordinal one). If λ is
regular in V [G] and λ ̸∈ lim(Cν/α), then ◦(λ) = 0 and λ is regular in
V [G][H].

(8) Fix the notions as in (3) and (5), i.e. Q is either Pβ or Pγ̇/Pβ where
⊩β β ≤ γ̇ < α, G is Q-generic, H is Pα[G]-generic, and I is the canonical
generic such that V [I] = V [G][H]. Consider the model V [I]. If Q =
Pβ, let Cβ be derived from G and let CQ = Cβ. If Q = Pβ ∗ Pγ̇/Pβ,
let Cβ be derived from G ↾ Pβ, γ = γ̇[G ↾ Pβ ], Cγ/β be derived from
G ↾ (Pγ̇ [G ↾ β]), and CQ = Cβ ⊔ Cγ/β. Then there is a set Cα/Q derived
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from H, the Pα[G]-generic. Cα/Q is of the form Cα/β if Q = Pβ, then
Cα/Q ⊆ (β, α], if Q = Pβ ∗ Pγ̇/β and γ is as above, then Cα/Q ⊆ (γ, α]. In
both cases, max(Cα/Q) = α. If ◦(α) = 0, then Cα/Q \ {α} is bounded in α,
otherwise, Cα/Q \ {α} adds a club subset of α, and singularizes α to have

cofinality cf(ω◦(α)) (the exponentiation is the ordinal one). Furthermore,
Cα = CQ ⊔ Cα/Q.

Fix α. We assume that for β < α and Pβ-name ν̇ with ⊩β β ≤ ν̇ < α, Pν̇/Pβ

are defined and satisfy Proposition 4.1. Our main task is to define Pα and Pα/Pβ

(or more precisely, Pν̇/Pβ when ν̇ is forced in Pβ to be α) for β ≤ α, and show that
all the relevant forcings at level α satisfy Propsition 4.1.

Definition 4.2. (The forcing: general cases) A condition in Pα is either the
weakest condition 1α, or of the form p = s⌢⟨α,A, F ⟩, where s = ⟨si⟩i<n for some
n, si is either ⟨αi, Ai, Fi⟩ or ⟨αi, Ai, Fi, ν̇i, q̇i⟩ such that

(1) for i < n, if ◦(αi) ≤ maxj<i(◦(αj)), then si is a triple, otherwise si is a
5-tuple.

(2) α0 < · · · < αn−1 < αn =: α are inaccessible.
(3) for i ≤ n,

• Ai ∈ U⃗(αi) (note that Ai is empty if and only if ◦(αi) = 0).
• dom(Fi) = {ξ ∈ Ai | ◦(ξ) > maxj<i(◦(αj))}.
• for γ ∈ dom(Fi), Fi(γ) = ⟨ν̇, q̇⟩, ⊩γ ν̇ ∈ [γ, αi), q̇ ∈ Pν̇/Pγ .
• if i ̸= n, ν̇i and q̇i exist, then ⊩αi

ν̇i ∈ [αi, αi+1) and q̇i ∈ Pν̇i
/Pαi

.
• if i ̸= n, recall that ν̄i = sup{ν | ∃r ∈ Pβ(r ⊩β ν̇i = ν̌)}+1. Note that
|Pαi

| ≤ α+
i , so ν̄i < αi+1. We assume that min(Ai+1) > ν̄i.

We assume in general that if γ < γ′ are both in A or in Ai, and ν̇γ = F (γ)0, then
ν̄γ < γ′. We denote s by stem(p), αn1

+ 1 by top(s), and n by l(p). Define ◦(s) =
max{◦(αi) | i < l(p)} if exists, otherwise ◦(s) = −1. We sometimes refer αi as (si)0.
We say that p is pure if p = ⟨α,A, F ⟩, in which case, dom(F ) = A, otherwise, we say
that p is impure. For each condition p, stem(p) ∈ Pαn−1 ∪ Pαn−1 ∗ Pν̇n−1/Pαn−1 for
some Pαn−1

-name of an ordinal ν̇n−1. Also, note that if ◦(αi) ≤ maxj<i ◦(αj) + 1,
then Fi = ∅. Thus, we can see that if i < n and si is a triple, then Fi = ∅.
The reason that we do not remove Fi from a triple is because we always consider
⟨sk⟩k<i

⌢⟨αi, Ai, Fi⟩ as a condition in Pαi
. One may wonder if it may be simpler

by saying that dom(Fi) is Ai, however, by the transitivity of the relations, the
restrictions of the domains or ordinals of certain Mitchell orders are necessary.

Definition 4.3. (The direct extension relation)
First, let p ≤∗

α 1Pα for all p ∈ Pα. Let p = s⌢⟨α,A, F ⟩ and p′ = s′⌢⟨α,A′, F ′⟩.
Write s = ⟨si⟩i<l(p), and s′ = ⟨s′i⟩i<l(p′). Let Al(p) = A,Fl(p) = F,Al(p′) = A′, and
Fl(p′) = F ′. We say that p is a direct extension of p′, denoted by p ≤∗

α p′, if

(1) n := l(p) = l(p′).
(2) for i ≤ n,

• αi = α′
i.

• Ai ⊆ A′
i.

• for γ ∈ Ai,
s ↾ i⌢⟨γ,Ai ↾ γ, Fi ↾ (dom(Fi) ∩Ai ↾ γ)⟩ ≤∗

γ s′ ↾ i⌢⟨γ,A′
i ↾ γ, F

′
i ↾

(dom(F ′
i ) ∩Ai ↾ γ)⟩,

and furthermore, if γ ∈ dom(Fi),
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s ↾ i⌢⟨γ,Ai ↾ γ, Fi ↾ (dom(Fi) ∩Ai ↾ γ)⟩ ⊩γ Fi(γ)0 = F ′
i (γ)0 and

Fi(γ)1 ≤∗
Fi(γ)0/γ

F ′
i (γ)1.

• s ↾ i⌢⟨αi, Ai, Fi⟩ ≤∗
αi

s′ ↾ i⌢⟨αi, Ai, Fi⟩, and if si is a 5-tuple (note
that this is true if and only if s′i is a 5-tuple), then

s ↾ i⌢⟨αi, Ai, Fi⟩ ⊩αi
ν̇i = ν̇′i and q̇i ≤∗

ν̇i/αi
q̇′i.

We now exemplify how non-direct extension works. We first start by describing
an instance of a minimal one-step extension, as it naturally occurs as a part of an
extension relation.

To exemplify, assume ◦(α) = ω and p = ⟨α,A, F ⟩ is pure. Let γ ∈ A. Assume
◦(γ) = 5, ν̇ = F (γ)0, and ν̄ = sup{ν | ∃p ∈ Pγ(p ⊩γ ν̇ = ν̌)}+1 is the corresponding
value. Then the minimal one-step extension of p by γ, which will be denoted by
p+ ⟨γ⟩, is the condition

p′ = ⟨γ,A ↾ γ, F ↾ (A ↾ γ), ν̇, q̇⟩⌢⟨α,A′, F ′⟩,

where A ↾ γ = {ξ < γ | ξ ∈ A and ◦(ξ) < 5}, q̇ = F (γ)1, A
′ = A \ (γ + 1)

(note that min(A \ (γ + 1)) > ν̄), and F ′ = F ↾ {ξ ∈ A′ | ◦(ξ) > 5}. A triple
⟨γ,A ↾ γ, F ↾ (A ↾ γ)⟩ is now considered as a pure condition in Pγ , the 5-tuple
⟨γ,A ↾ γ, F ↾ (A ↾ γ), ν̇, q̇⟩ is considered as a condition in Pγ ∗ Pν̇/Pγ .

A further one-step extension of p′ can be done by either adding γ′ ∈ A ↾ γ to
extend the stem to the left as before, or extending by using γ′ ∈ A′. Consider the
latter case. Suppose that ◦(γ′) ≤ 5, then γ′ ̸∈ dom(F ′). The one-step extension of
p′ by γ′ will be

⟨γ,A ↾ γ, F ↾ (A ↾ γ), ν̇, q̇⟩⌢⟨γ′, A′ ↾ γ′, F ′ ↾ (A′ ↾ γ′)⟩⌢⟨α,A′\(γ′+1), F ′\(γ′+1)⟩.

We see that ⟨γ,A ↾ γ, F ↾ (A ↾ γ)⟩⌢⟨γ′, A′ ↾ γ′, F ′ ↾ (A′ ↾ γ′)⟩ ∈ Pγ′ . Note that
F ′ ↾ (A′ ↾ γ′) is empty since ordinals in dom(F ′) have Mitchell orders at least 6,
but the ordinals in A′ ↾ γ′ have Mitchell order less than ◦(γ′), which is at most 5.
If, however, ◦(γ′) > 5, the one-step extension of p′ by γ′ will be

⟨γ,A ↾ γ, F ↾ (A ↾ γ), ν̇, q̇⟩⌢⟨γ′, A′ ↾ γ′, F ′ ↾ (dom(F ′) ∩A′ ↾
γ′), F ′(γ′)0, F (γ′)1⟩⌢⟨α,A′′, F ′′⟩,

for some certain A′′ and F ′′. Suppose that ◦(γ′) = 8 and ν̇′ = F ′(γ′)0. Then,
ordinals in dom(F ′ ↾ (A′ ↾ γ′)) have Mitchell orders 6 or 7. A′′ = A′ \ (γ′ + 1)
(recall min(A′ \ (γ′ + 1)) > ν̄′). F ′′ = F ′ ↾ {ξ ∈ A′′ | ◦(ξ) > 8}. We now formally
define a minimal one-step extension.

Definition 4.4. (A minimal one-step extension) Let p ∈ Pα, n = l(p), p =
s⌢⟨α,A, F ⟩, for i < n, write si = ⟨αi, Ai, Fi⟩ or ⟨αi, Ai, Fi, ν̇i, q̇i⟩. Let An = A,
Fn = F , i ≤ n, and γ ∈ Ai. The one-step extension of p by γ, denoted by p+ ⟨γ⟩,
is the condition p′ = s′⌢⟨α,A′, F ′⟩ such that

(1) l(p′) = l(p) + 1.
(2) s′ ↾ i = s ↾ i.
(3) if γ ̸∈ dom(Fi) (i.e. ◦(γ) ≤ maxj<i ◦(αj))), s

′
i = ⟨γ,Ai ↾ γ, Fi ↾ (dom(Fi) ∩

Ai ↾ γ)⟩, otherwise, s′i = ⟨γ,Ai ↾ γ, Fi ↾ (dom(Fi) ∩Ai ↾ γ), Fi(γ)0, Fi(γ)1⟩.
(4) if i < n, then,

• if si+1 is a triple, then s′i+1 = ⟨αi, Ai \ (γ + 1), Fi ↾ {ξ ∈ Ai \ (γ + 1) |
◦(ξ) > ◦(γ)}⟩ (note that if γ ̸∈ (dom(Fi)), then Fi ↾ {ξ ∈ Ai \ (γ+1) |
◦(ξ) > ◦(γ)} is simply Fi ↾ (Ai \ (γ + 1))).
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• if si+1 is a 5-tuple, then s′i+1 = ⟨αi, Ai \ (γ+1), Fi ↾ {ξ ∈ Ai \ (γ+1) |
◦(ξ) > ◦(γ)}, ν̇i, q̇i⟩ (note that if γ ̸∈ (dom(Fi)), then Fi ↾ {ξ ∈ Ai \
(γ + 1) | ◦(ξ) > ◦(γ)} is simply Fi ↾ (Ai \ (γ + 1))).

• for j > i+ 1, s′j = sj , A
′ = A, F ′ = F .

(5) if i = n, then A′ = A \ (γ + 1), F ′ = F ↾ {ξ ∈ Ai \ (γ + 1) | ◦(ξ) > ◦(γ)}
(note that if γ ̸∈ dom(F ), then F ↾ {ξ ∈ Ai \(γ+1) | ◦(ξ) > ◦(γ)} is simply
F ↾ (A \ (γ + 1))).

We define an n-step extension recursively by p + ⟨γ⃗⟩ = (p + ⟨γ0, · · · , γn−2⟩) +
⟨γn−1⟩, as long as the extensions are legitimate.

Definition 4.5. (The extension relation) With the setting in Definition 4.3,
we say that p is an extension of p′, denoted by p ≤α p′, if

(1) l(p) ≥ l(p′).
(2) there are i0 < i1 < · · · < il(p′)−1 < il(p′) = l(p) such that

• αij = α′
j .

• Aij ⊆ A′
j .

• for γ ∈ Aij ,
s ↾ i⌢j ⟨γ,Aij ↾ γ, Fij ↾ (dom(Fij ∩Aij ↾ γ)⟩ ≤γ s′ ↾ j⌢⟨γ,A′

j ↾ γ, F
′
j ↾

(dom(F ′
j) ∩A′

j ↾ γ)⟩,
and if γ ∈ dom(Fij ),
s ↾ i⌢j ⟨γ⌢Aij ↾ γ, Fij ↾ (dom(Fij ∩Aij ↾ γ)⟩ ⊩γ Fij (γ)0 = F ′

j(γ)0 and
Fij (γ)1 ≤∗

Fij
(γ)0/γ

F ′
j(γ)1 (the ≤∗ relation is intended).

• s ↾ i⌢j ⟨αij , Aij , Fij ⟩ ≤αij
s′ ↾ j⌢⟨αj , Aj , Fj⟩, and sij is a 5-tuple, iff

s′j , in which case
s ↾ i⌢j ⟨αij , Aij , Fij ⟩ ⊩αij

ν̇ij = ν̇′j and q̇ij ≤ν̇ij
/αij

q̇′j .

(3) let i0, i1, · · · , il(p′) be as in (2), k ̸∈ {i0, · · · , il(p′)}, and j be the least such
that k < ij . Then,

• αk ∈ A′
j .

• Ak ⊆ A′
j ↾ αk.

• for γ ∈ Ak,
s ↾ k⌢⟨γ,Ak ↾ γ, Fk ↾ (dom(Fk) ∩Ak ↾ γ)⟩ ≤γ s′ ↾ j − 1⌢⟨γ,A′

j ↾
γ, F ′

j ↾ (dom(F ′
j) ∩A′

j ↾ γ)⟩,
and if γ ∈ dom(Fk),
s ↾ k⌢⟨γ,Ak ↾ γ, Fk ↾ (dom(Fk) ∩Ak ↾ γ)⟩ ⊩γ Fk(γ)0 = F ′

j(γ)0 and
Fk(γ)1 ≤∗

Fk(γ)0/γ
F ′
j(γ)1 (the ≤∗ relation is intended).

• αk ∈ dom(F ′
j) if and only if sk is a 5-tuple, in which case, ⊩αk

ν̇k =
F ′
j(αk)0, and

s ↾ k⌢⟨αk, Ak, Fk⟩ ⊩αk
q̇k ≤ν̇k/αk

F ′
j(αk)1.

It is not true that p ≤α p′ iff p ≤∗
α p′ + γ⃗ for some γ⃗. However, p ≤α p′ iff there

is p∗ ≤∗
α p′ + γ⃗ for some γ⃗ such that p is obtained from p∗ by extending the names

appearing at the fifth-coordinate of each 5-tuple sequence in stem(p∗). We now
consider some basic properties of Pα.

Proposition 4.6. |Pα| ≤ α+, and hence α++-c.c.

Proof. Each condition p = s⌢⟨α,A, F ⟩, we have s ∈ Vα, A ⊆ α, and F is a partial
function from α to Vα. Since GCH holds and α is inaccessible, |Pα| ≤ 2α = α+.

□
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We now prove the strong form of closure under the direct extension relation, i.e.
Proposition 5 (4).

Proposition 4.7. Let p ∈ Pα and (stem(p)0)0 > γ. Let ξ < min(X \ (γ + 1)).
Assume for ϵ < ξ, there is pϵ such that pϵ ≤∗

α p. Then there is p∗ ≤∗
α p such that

for ϵ, p∗ ≤∗
α pϵ.

Proof. Write pϵ = stem(pϵ)
⌢⟨α,Aϵ, F ϵ⟩. Let Q be the forcing such that stem(p) ∈

Q. Then for all ϵ, stem(pϵ) ∈ Q. By proposition 4.1 (4), and the fact that
(stem(p)0)0 > γ, let s∗ be such that for all ϵ, s∗ ≤∗ stem(pϵ). Take A∗ = ∩ϵA

ϵ and
for β ∈ A∗, we will take F ∗(β)1 as a name with is forced to be ≤∗-stronger than
F ϵ(β)1 for all ϵ. More explicitly, we do this by induction on ordinals in A∗. First,
let β = min(A∗). Consider tϵ = stem(pϵ)

⌢⟨β,Aϵ ↾ β, F ϵ ↾ {ξ ∈ dom(F ϵ) ∩ Aϵ ↾ β |
◦(ξ) > ◦(β)}. For each G which is Pβ-generic, let F

∗(β)1[G] be such that for any ϵ
with tϵ ∈ G, F ∗(β)1[G] ≤∗ F ϵ(β)1[G]. Inductive steps can be done similarly. Now,
let F ∗(β) = ⟨F p(β)0, F

∗(β)1⟩. Let p∗ = s∗⌢⟨α,A∗, F ∗⟩, then p∗ is as required.
□

In particular, we have that

Corollary 4.8. ({p ∈ Pα | (stem(p)0)0 > γ},≤∗
α) is min(X \ (γ + 1))-closed. In

particular, ({p ∈ Pα | p is pure},≤∗
α) is α-closed.

Remark 4.9. When we restrict Pα to the set {p ∈ Pα | p is pure}, ≤∗
α and ≤α

coincide. In addition, if ◦(α) = 0, a pure condition in Pα is simply a trivial forcing,
which makes ({p ∈ Pα | p is pure},≤∗

α) ∞-closed.

Definition 4.10. (The quotient forcing) Let β < α, and ν̇ is a Pβ-name of an
ordinal in the interval [β, α). Let Q be either Pβ or Pβ ∗ Pν̇/Pβ-generic. Let G be
Q-generic. We define Pα[G] as the collection of s1[G]⌢⟨α,A, F [G]⟩ where there is
s0 ∈ G, s⌢0 s1

⌢⟨α,A, F ⟩ ∈ Pα, and F [G](γ) = F (γ)[G] for all γ ∈ dom(F ).
We note that those notions make sense due to Proposition 4.1 (3), (5), and (6)

below α, and the fact that min(A) > ν̄ > β. We say that Pα/Q is the collection of

Q-name q̇ such that ⊩β q̇ ∈ Pα[Ġ] where Ġ is the canonical name for a generic for
Q. We assume that q̇ is also a nice name. The extension relation, direct extension
relation, minimal one-step extension are those induced from Pα. Note that it is
possible that Pα[G] has no conditions of the form ⟨α,A, F ⟩ (for example, item (2) in
Definition 3.2). In that case, we do not define pure conditions, impure conditions,
and stems. Assume Pα[G] has conditions of the form ⟨α,A, F ⟩. Pα[G], a pure
condition is of the form ⟨α,A, F ⟩. Other conditions which are not 1Pα[G] are called
impure. We will call the corresponding relations ≤α/Q and ≤∗

α/Q, respectively. If

Q = Pβ , we abbreviate ≤α/Q by ≤α/β , and so on.

Definition 4.11. Define Pα/Pα as the trivial forcing (in V Pα).

Proposition 4.12. Let β, ν̇, Q, and G be as in Definition 4.10. Then,

(1) ⊩Q |Pα/Q| ≤ α+, so Pα/Q is α++-c.c. Furthermore, |Pα/Q| ≤ α+.
(2) Suppose that pure conditions in Pα/Q can be defined, ⊩Q q̇ ∈ Pα/Q is pure.

Fix ξ < α and for ϵ < ξ, there are pϵ ∈ Q and q̇ϵ such that pϵ ⊩Q q̇ϵ ≤∗ q̇.
Then there is q̇∗ such that ⊩Q q̇∗ ≤∗ q̇, and for all ϵ, pϵ ⊩Q q̇∗ ≤∗ q̇ϵ.

(3) Suppose that pure conditions in Pα[G] are defined, then {p ∈ Pα[G] | p is
pure},≤∗) is α-closed.
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(4) Let γ < min(X \ (β + 1)). Suppose that ⊩β q̇ ∈ Pα/Pβ. For ϵ < γ, let
pϵ ∈ Pβ and q̇ϵ be such that pϵ ⊩β q̇ϵ ≤∗ q̇. Then there is q̇∗ such that
⊩β q̇∗ ≤∗ q̇ and for all ϵ, q̇∗ ≤∗ q̇ϵ. In particular, ⊩Q (Pα/Pβ ,≤∗) is
min(X \ (β + 1))-closed.

Proof. (1) By Proposition 4.1 (1) and (2), Q preserves cardinals and GCH, by
the same counting argument as in Proposition 4.6, |Pα[G]| ≤ α+ in V [G].
Now since |Q| ≤ α+ and ⊩Q |Pα/Q| ≤ α+ and GCH holds in V , we have
|Pα/Q| ≤ α+.

(2) Let G be Q-generic. In V [G], write q̇[G] = ⟨α,A, F ⟩ and for ϵ with pϵ ∈ G,
set q̇ϵ[G] = ⟨α,Aϵ, F ϵ⟩. Take A∗ = ∩{ϵ|pϵ∈G}A

ϵ and for β ∈ A∗. Set F ∗(γ)1
such that for each ϵ F ∗(γ)1 is forced to be ≤∗-stronger than F ϵ(γ)1, and
let F ∗(γ) = ⟨F p(γ)0, F

∗(γ)1⟩. Let q∗ = ⟨α,A∗, F ∗⟩ and q̇∗ be a name of
such q∗. Then we can check that q̇∗ is as required.

(3) It is a consequence of (2).
(4) The proof is similar to (2).

□

We now discuss on factorizations on Pα. Let β, ν̇, Q, and G be as in Definition
4.10. Let H be Pα[G]-generic. Then, let I be the collection of s⌢0 s⌢1 ⟨α,A, F ⟩ ∈ Pα

such that s0 ∈ G and (s⌢1 ⟨α,A, F ⟩)[G] ∈ H. Then I is Pα-generic, and V [I] =
V [G][H]. On the contrary, let I be Pα-generic. Let p ∈ I (say p ̸= 1Pα

). Let
p = s⌢0 s⌢1 ⟨α,A, F ⟩. Set Q′ be the forcing containing s0. Let G = {t0 ∈ Q′ |
there are t1, A

′, and F ′ such that t⌢0 t⌢1 ⟨α,A′, F ′⟩ ∈ I}. Then, G is Q′-generic.
Let H = {(t⌢1 ⟨α,A′, F ′⟩)[G] | ∃t0 ∈ G(t⌢0 t⌢1 ⟨α,A′, F ′⟩) ∈ I}. Then, H is Pα/G-
generic over V [G], and V [I] = V [G][H]. Hence, Proposition 4.1 (3) and (5) follow
at level α.

We further discuss on Pα[G]/Pγ [G]. Again, let β, ν̇, Q, and G be as in Definition
4.10. We define Pα[G]/Pγ [G] as follows. Recall that by Proposition 4.1 (3), if H is
Pγ [G]-generic, then there is the canonical Pα-generic I with V [G][H] = V [I]. Define

Pα[G]/Pγ [G] as the collection of Pγ [G]-name q̇ such that ⊩Pγ [G] q̇ ∈ Pα[G][İ], where

Ḣ is the name for Pγ [G]-generic, and İ is the name for Pγ-canonical generic such

that ⊩Pγ [G] V [G][Ḣ] = V [İ]. Finally, for q̇ with ⊩γ q̇ ∈ Pα/Pγ , define q̇[G] as a
Pγ [G]-name of an element in Pα[G]/Pγ [G] as follows. For each H which is Pγ [G]-
generic, and I = G ∗H, we see that q̇[I] ∈ Pα[I]. Find p ∈ Pα such that p = s⌢0 s1
where s0 ∈ I. Let q̇[G][H] = s1[I]. We need that q̇[G][H] = s1[I] for each such
H and the corresponding generic I. One can trace these genericities to show that
Proposition 4.1 (6) holds at level α.

5. The Prikry property

In this section we give a proof of the Prikry property at level α. If ◦(α) = 0, then
Pα is equivalent to Pβ or Pβ∗Pν̇/Pβ for some β, ν̇ such that ⊩β ν̇ ∈ [β, α). These are
either a Prikry-type forcing or a two-step iteration of Prikry-type forcings, hence,
has the Prikry property. We assume throughout this section that ◦(α) > 0. Note
that when p = ⟨α,A, F ⟩ is pure, then dom(F ) = A. However, for each impure
condition p = s⌢⟨α,A, F ⟩, it is possible that dom(F ) ̸= A. Our proofs in this
section focus on the pure conditions, with some modification, they also work for
impure conditions.



ANOTHER METHOD TO ADD A CLOSED UNBOUNDED SET OF FORMER REGULARS 13

Lemma 5.1. Let D ⊆ Pα be a dense open set, p = ⟨α,A, F ⟩ ∈ Pα. Then there
is p′ = ⟨α,A′, F ′⟩ such that for each stem s, if s⌢⟨α,B, F ′⟩ ≤α p′ is in D, then
s⌢⟨α,A′ \ top(s), F ′ ↾ {γ ∈ A′ \ top(s) | ◦(γ) > ◦(s)}⟩ ∈ D.

Proof. We build ⟨Aγ , Fγ | γ ∈ A⟩ as follows:
(1) ⟨Aγ | γ ∈ A⟩ is ⊆-decreasing, Aγ ⊆ A, Aγ ∈ U⃗(α), and min(Aγ) > γ.
(2) for γ′ < γ < ξ and ξ ∈ Aγ , we have that

• ⟨α,Aγ ↾ ξ, Fγ ↾ (Aγ ↾ ξ)⟩ ≤∗
ξ ⟨α,Aγ′ ↾ ξ, Fγ′ ↾ (Aγ′ ↾ ξ)⟩.

• ⟨α,Aγ ↾ ξ, Fγ ↾ (Aγ ↾ ξ)⟩ ⊩ξ Fγ(ξ)0 = Fγ′(ξ)0 and Fγ′(ξ)1 ≤∗ Fγ′(ξ)1
(we assume that the name Fγ(ξ)0 is always the same, which is F (ξ)0).

(3) let ν̇γ = F (γ)0. For each s ∈ Pγ ∪ Pγ ∗ Pν̇γ/Pγ , if s⌢⟨α,B,H⟩ ≤∗
α

s⌢⟨α,Aγ , Fγ⟩ is inD, then already s⌢⟨α,Aγ\top(s), Fγ ↾ {γ ∈ Aγ\top(s) |
◦(γ) > ◦(s)}⟩ ∈ D.

Suppose for γ′ < γ, Aγ′ and Fγ′ is built (note that the case γ = min(A) can
be done in a slightly simpler setting). We now build Aγ and Fγ . Let A′

γ =
∩γ′<γAγ′ \ (γ + 1). For ξ ∈ A′

γ , let F ′
γ(ξ)0 = F (ξ)0 and F ′

γ(ξ)1 be a name such
that F ′

γ(ξ)1 is forced to be ≤∗-stronger than Fγ′(ξ)1 for all γ′ < γ. This is possible

since by Proposition 4.1, item (4), ⊩ξ (PF (ξ)0/Pξ,≤∗) is ξ+-closed, and ξ > γ.
Let p′γ = ⟨α,A′

γ , F
′
γ⟩. Let ν̇γ = F (γ)0 and ν̄γ be the corresponding value. By

Proposition 4.1, item (2), let ⟨sδ | δ < ν̄+γ ⟩ be an enumeration of conditions in
Pγ ∪ Pγ ∗ Pν̇/Pγ . For each δ, if there is sγ,δ

⌢⟨α,B,H⟩ ≤∗
α sγ,δ

⌢p′γ being in D, we
record Aγ,δ = B, and for ξ ∈ dom(H), let q̇γ,δ = H(ξ)1. Otherwise, let Aγ,δ = A′

γ

and for ξ ∈ dom(H), let q̇γ,δ = F ′
γ(ξ)1. We now let Aγ = ∩δ<ν̄+

γ
Aγ,δ, and for

ξ ∈ Aγ , let Fγ(ξ)1 be a name such that Fγ(ξ) is forced to be ≤∗-stronger than q̇γ,δ
for all δ. Again, this is possible by Proposition 4.1 (4).

We now let A′ = △γ∈AAγ . For each γ ∈ A′, let F ′(γ)1 be a name which is
forced to be ≤∗-stronger than Fγ′(γ)1 for all γ′ < γ. Again, this is possible by
Proposition 4.1 (4). Let F ′(γ) = ⟨F (γ)0, F

′(γ)1⟩ and p′ = ⟨α,A′, F ′⟩. It remains
to show that p′ satisfies our criteria. Let s⌢⟨α,B,H⟩ ≤α p′ being in D. Let Q be
the forcing such that s ∈ Q. Hence, s = sγ,δ for some δ. Since B ⊆ A′ \ (γ + 1),
we have that B ⊆ Aγ . For each ξ ∈ B, it is forced that H(ξ)1 ≤∗ Fγ(ξ)1. By
(3), s⌢⟨α,Aγ \ top(s), F ↾ {γ ∈ Aγ \ top(s) | ◦(γ) > ◦(s)}⟩ ∈ D. Since D is open,
s⌢⟨α,A′ \ top(s), F ′ ↾ {γ ∈ A′ \ top(s) | ◦(γ) > ◦(s)}⟩ ∈ D as required.

□

Lemma 5.2. Fix n > 0. Let p = ⟨α,A, F ⟩ ∈ Pα. For each γ⃗ ∈ [A]n, let sγ⃗ ≤∗

stem(p + γ⃗). Then there is p∗ = ⟨α,A∗, F ∗⟩ ≤∗
α p such that for every γ⃗ ∈ [A∗]n,

stem(p∗ + γ⃗) ≤∗ sγ⃗ .

Proof. We induct on n. For n = 1, each s⟨γ⟩ is of the form ⟨γ,Aγ , Fγ , ν̇γ , q̇γ⟩. Use
Lemma 2.2 to obtain A′ such that for all γ ∈ A′, A′ ↾ γ ⊆ Aγ . For γ ∈ A′, let

Aγ ∈ U⃗(α), Aγ ⊆ A′, and q̇∗γ be such that for ξ ∈ Aγ \ (γ + 1), Fξ(γ)1 = q̇∗γ
(this is possible because as in Proposition 4.1 (4.8), the number of nice names is
small). Take A∗ = △γA

γ . For γ ∈ A∗, take F ∗(γ)1 be a name which is forced
to be ≤∗-stronger than q̇∗γ and q̇γ . Take p∗ = ⟨α,A∗, F ∗⟩. For each ξ ∈ A∗, let
t⟨ξ⟩ = stem(p∗ + ⟨ξ⟩). Note that t⟨ξ⟩ = ⟨ξ, A∗ ↾ ξ, F ∗ ↾ (A∗ ↾ ξ), F ∗(ξ)0, F

∗(ξ)1⟩.
Since A∗ ↾ ξ ⊆ Aξ, and for γ < ξ, ξ ∈ Aγ , we have that F ∗

ξ (γ)1 is forced to be

≤∗-stronger than q̇∗γ = Fξ(γ)1. Finally, F
∗(ξ)1 is forced to be ≤∗-stronger than q̇ξ.

Hence, t⟨γ⟩ ≤∗ s⟨γ⟩.
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We now assume n = m+ 1 for some m > 0. For each γ⃗⌢⟨ξ⟩ ∈ [A]n, let

s0γ⃗⌢⟨ξ⟩ = tγ⃗⌢⟨ξ⟩ ↾ m,

s1γ⃗⌢⟨ξ⟩ = (tγ⃗⌢⟨ξ⟩)m.

Note that for γ⃗, there is τ such that for each ξ, s0γ⃗⌢⟨ξ⟩ ∈ Vτ for some τ < α.

Hence, for β < ◦(α) and γ⃗ ∈ [A]m, there are Bγ⃗(β) ∈ U(α, β) and s⟨γ0,··· ,γm−1⟩(β)

such that for ξ ∈ Bγ⃗(β), s
0
⟨γ0,··· ,γm−1,ξ⟩ = s⟨γ0,··· ,γm−1⟩(β). Take A′ = △γ⃗ ∩β Bγ⃗(β)

and let s⟨γ0,··· ,γm−1⟩ be such that for all β < ◦(α), s⟨γ0,··· ,γm−1⟩ ≤∗ s⟨γ0,··· ,γm−1⟩(β)
and intersect all measure-one sets with A′. Set p′ = ⟨α,A′, F ⟩. We see that
for each γ⃗ = ⟨γ0, · · · , γm−1⟩, sγ⃗ is ≤∗-stronger than stem(p′ + γ⃗). Apply our
induction hypothesis with p′ and sγ0,··· ,γm−1 for all γ⃗ to get p′′ ≤∗

α p′ such that
stem(p′′ + γ⃗) ≤∗ sγ⃗ for γ⃗ of length m. Let A∗ = A′′ and for ξ ∈ A∗, let F ∗(ξ)1
be a name which is forced to be ≤∗-stronger than F ′′(ξ)1 and s1γ⃗⌢⟨ξ⟩ for all γ⃗ in

{γ⃗ | |γ⃗| = m and max(γ⃗) < ξ}. This is possible since the number of such γ⃗ is ξ
and by Proposition 4.1 (4). Let p∗ = ⟨α,A∗, F ∗⟩. One can then check that p∗ is as
required.

□

Proposition 5.3. Pα has the Prikry property.

Proof. We first deal with the case p is pure. The impure case will be done similarly,
with just a small additional work in the beginning.

Let p = ⟨α,A, F ⟩. Assume that min(A) > ◦(α). By Lemma 5.1, we may
extend p so that if s is a stem and s⌢⟨α,B,H⟩ ≤ p decides σ, then s⌢⟨α,A \
top(s), F ↾ {γ ∈ A\top(s) | ◦(γ) > ◦(s)}⟩ decides σ. Fix a finite increasing sequence
⟨γ0, · · · , γn−1⟩ ∈ [A]n. Let ν̇γ⃗ = F (γn−1)0 (Recall that F (γn−1) = (ν̇, q̇) where q̇

is a Pγ-name of a condition in Pν̇γ⃗
/Pγn−1

). For ξ ∈ A, ξ > ν̄γ⃗ , let ν̇ξ = F (ξ)0, Ġ
be the canonical name of a generic over Pξ if ◦(ξ) ≤ maxi ◦(γi), and generic over
Pξ ∗ Pν̇ξ

/Pξ otherwise. Let sγ⃗ = stem(p+ γ⃗) and sξ = (stem(p+ (γ⃗⌢⟨ξ⟩)))n.
By the Prikry property below α, let s0γ⃗,ξ

⌢s1γ⃗,ξ ≤∗ sγ⃗
⌢sξ be such that s0γ⃗,ξ

⌢s1γ⃗,ξ
decides

∃s ∈ Ġ(s⌢⟨α,A \ top(s), F ↾ {γ ∈ A \ top(s) | ◦(γ) > ◦(s)}⟩ ∥ σ).

For β < ◦(α), let Aγ⃗(β) ∈ U(α, β) be such that for each ξ ∈ Aγ⃗(β), s
0
γ⃗,ξ

⌢s1γ⃗,ξ
gives the same decision, i.e. either for all ξ ∈ Aγ⃗(β),

s0γ⃗,ξ
⌢s1γ⃗,ξ ⊩ ∃s ∈ Ġ(s⌢⟨α,A \ top(s), F ↾ {γ ∈ A \ top(s) | ◦(γ) > ◦(s)}⟩ ∥ σ),

or for all ξ ∈ Aγ⃗(β)

s0γ⃗,ξ
⌢s1γ⃗,ξ ⊩ ∄s ∈ Ġ(s⌢⟨α,A \ top(s), F ↾ {γ ∈ A \ top(s) | ◦(γ) > ◦(s)}⟩ ∥ σ),

If the decision is positive, shrink the set further so that either for all ξ,

s0γ⃗,ξ
⌢s1γ⃗,ξ ⊩ ∃s ∈ Ġ(s⌢⟨α,A \ top(s), F ↾ {γ ∈ A \ top(s) | ◦(γ) > ◦(s)}⟩ ⊩ σ),

or for all ξ,

s0γ⃗,ξ
⌢s1γ⃗,ξ ⊩ ∃s ∈ Ġ(s⌢⟨α,A \ top(s), F ↾ {γ ∈ A \ top(s) | ◦(γ) > ◦(s)}⟩ ⊩ ¬σ).
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Let A′ = △γ⃗ ∩β Aγ⃗(β). Use Lemma 5.2 with p = ⟨α,A′, F ⟩ and s0γ⃗,ξ
⌢s1γ⃗,ξ to

obtain pn ≤∗
α p such that stem(pn + (γ⃗⌢⟨ξ⟩)) ≤∗ s0γ⃗,ξ

⌢s1γ⃗,ξ. We now take p∗ be
such that p∗ ≤∗

α pn for all n.
Suppose for a contradiction that there is no direct extension of p∗ deciding σ.

Let p̄ ≤ p∗ with the minimal number of steps such that p̄ ∥ σ. Assume p̄ ⊩ σ. Say
p̄ ≤ p∗, l(p̄) = n+ 1, p̄ ≤ p∗ + (γ⃗⌢⟨ξ⟩) where |γ⃗| = n. Let s = stem(p̄), s0 = s ↾ n
and s1 = sn, so that s = s⌢0 s1. We note that by maximality, s⌢⟨α,A \ top(s), F ↾
{γ ∈ A \ top(s) | ◦(γ) > ◦(s)}⟩ ⊩ σ.

Claim 5.3.1. stem(p∗+(γ⃗⌢⟨ξ⟩)) forces that there is t ∈ Ġ, t⌢⟨α,A∗ \ top(t), F ∗ \
top(t)⟩ ⊩ σ.

Proof (Claim 5.3.1)
Suppose not. For simplicity, assume that stem(p∗+(γ⃗⌢⟨ξ⟩)) forces that there is

t ∈ Ġ, t⌢⟨α,A∗ \ top(t), F ∗ \ top(t)⟩ ⊩ ¬σ (the other case can be done similarly).
Let G be generic containing stem p̄, then it contains stem(p∗+(γ⃗⌢⟨ξ⟩)). Let s′ ∈ G
be such that s′⌢⟨α,A \ top(s′), F ↾ {γ ∈ A \ top(s′) | ◦(γ) > ◦(s′)}⟩ ⊩ ¬σ (note
that top(s′) = top(s)). We may assume that s′ ≤ s, but then s′⌢⟨α,A\top(s′), F ↾
{γ ∈ A \ top(s′) | ◦(γ) > ◦(s′)}⟩ ⊩ σ and ¬σ, which is a contradiction.

■(Claim 5.3.1)
With a similar proof as in Claim 5.3.1, we can conclude that p∗ + (γ⃗⌢⟨ξ⟩) ⊩ σ,

and hence s⌢0 ⟨ξ, A∗ ↾ ξ, F ∗ ↾ (A∗ ↾ ξ), F ∗(ξ)0, F
∗(ξ)1⟩⌢⟨α,A∗ \ ν̄ξ, F ∗ ↾ {τ | τ > ν̄ξ

and ◦(τ) > ◦(ξ)}⟩ ⊩ σ. This implies that for each ξ′ ∈ A∗ with ◦(ξ′) = β, we
have that s⌢0 ⟨ξ′, A∗ ↾ ξ′, F ∗ ↾ (A∗ ↾ ξ′), F ∗(ξ′)0, F

∗(ξ′)1⟩⌢⟨α,A∗ \ ν̄ξ′ , F
∗ ↾ {τ |

τ > ν̄ and ◦(τ) > ◦(ξ′)}⟩ ⊩ σ. Since every extension of s⌢0 ⟨α,A∗ \ top(s), F ∗ ↾
{γ ∈ A∗ \ top(s) | ◦(γ) > ◦(s)}⟩ can be extended further to be an extension of
s⌢0 ⟨α,A∗ \ top(s), F ∗ ↾ {γ ∈ A∗ \ top(s) | ◦(γ) > ◦(s)}⟩ + ⟨ξ′⟩ for some ξ′ with
◦(ξ′) = β, and the further extension forces σ. By density, s0

⌢⟨α,A∗ \ top(s), F ∗ ↾
{γ ∈ A∗ \ top(s) | ◦(γ) > ◦(s)}⟩ ⊩ σ, contradicting the minimality of the number
of steps used in extension from p∗ to p̄.

The proof for an impure case is the following: let s⌢⟨α,A, F ⟩ ∈ Pα. Let Q
be the forcing s is living in. Note that cardinal arithmetic in V is the same as in
V [G]. Let G be Q-generic, then work in Pα[G] with (⟨α,A, F ⟩)[G] in a similarly
to before to get ⟨α,B,H⟩ deciding σ[G] (note that Proposition 2.3 is necessary

here, since when we split a measure-one set A ∈ U⃗(α) into disjoint sets, and one
of them is of measure-one, then that set may have measure one in the ultrafilters
in the extension, however, we can shrink the set to have measure one with respect
to ultrafilters in the ground model). Back in V , by the Prikry property of Q, let

s∗ ≤∗ s such that s∗ ⊩Q ⟨α, Ḃ, Ḣ⟩ ⊩Pα/Q σi for some i = 0, 1, where σ0 = σ and

σ1 = ¬σ. By Proposition 2.4, we can shrink Ḃ to B ∈ V such that ⊩Q B̌ ⊆ Ḃ.

Then find H such that for all γ, H(γ)1 is forced to be ≤∗-stronger than Ḣ(γ)1,
Hence, s∗⌢⟨α,B,H⟩ decides σ as required.

□

With a similar proof of the proof for the Prikry property, we obtain the following.

Proposition 5.4. Let β, ν̇, and Q be as in Definition 4.10, then ⊩Q (Pα/Q,≤,≤∗)
has the Prikry property.

Proof. First, suppose that pure conditions in Pα/Q are defined. Let G be Q-generic
and in V [G], let p ∈ Pα[G] is pure. Then proceed as in Proposition 5.3. Now,
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suppose either impure conditions in Pα/Q are defined, and in V [G], p ∈ Pα[G]
is impure, or impure conditions in Pα/Q are not defined and p ∈ Pα[G] be any
conditions. Then p = s⌢⟨α,A, F ⟩. Proceed the proof of the Prikry property as in
Proposition 7 for impure conditions.

□

6. The cardinal behavior in Pα

By a chain condition of Pα, cardinals above α+, exclusively, are preserved, and
the forcing preserves cofinalities of regular cardinals above α+ We first show that
cardinals up to, but not including α, are preserved.

Proposition 6.1. All cardinals up to and including α, are preserved.

Proof. We first show that cardinals below α are preserved. Consider each cardi-
nal γ < α and p ∈ Pα. Set p = s⌢⟨α,A, F ⟩. Let G be generic containing s.
Since it is from the forcing below α, by induction, γ is a cardinal in V [G]. Let
p̄ = (⟨α,A, F ⟩)[G]. By the Prikry property and the fact that the direct extension
relation for pure conditions in Pα[G] is α-closed for arbitrary G, we get that p ⊩α γ
is preserved. Finally, note that since α is strongly inaccessible in V , α is preserved
in the extension.

□

Proposition 6.2. GCH below α holds in V Pα .

Proof. Let γ < α. Let p = s⌢⟨α,A, F ⟩. Forcing with p is factored into P s, the
forcing containing s, and Pα/P

s. Since P s is a forcing below α,⊩P s (Pα/P
s,≤,≤∗)

has the Prikry property, and ⊩ (Pα/P
s,≤∗) is α-closed, forcing with p preserves

GCH at γ.
□

By Propositions 6.1 and 6.2,

Corollary 6.3. α is preserved (as a cardinal).

If ◦(α) = 0, Pα is equivalent to Pβ ∗ Pν̇/Pβ for some β and ν̇, which is forced
to be below α, hence, α is still inaccessible. If ◦(α) > 0, the forcing Pα clearly
projects down to a Prikry forcing or a Magidor forcing, adding a club subset of α
of order-type ω◦(α) (the ordinal exponentiation). If ◦(α) = 0, then obviously α+ is
still regular in V Pα .

Proposition 6.4. If ◦(α) > 0, then α+ is preserved and remains regular in V [Gα].

Proof. Since 0 < ◦(α) < α, in V [Gα], cf(α) < α. Suppose α+ is collapsed, then

there is δ < α and a cofinal map f : δ → (α+)V . Let ḟ be a such name, forced by p.
Assume for simplicity that p = ⟨α,A, F ⟩ (if p is not pure, then we may first force
over the stem of p and proceed as usual). Since δ < α, we may find p′ ≤∗

α p such
that if p′ = ⟨α,A′, F ′⟩, then for all γ < δ, if s⌢⟨α,B,H⟩ ≤α p′ and s⌢⟨α,B,H⟩
decides ḟ(γ), then so is s⌢⟨α,A′ \ top(s), F ′ ↾ {γ ∈ A′ \ top(s) | ◦(γ) > ◦(s)}⟩. Let
X = {ξ | ∃γ < δ∃stem s(s⌢⟨α,A′ \ top(s), F ′ ↾ {γ ∈ A′ \ top(s) | ◦(γ) > ◦(s)}⟩ ⊩α

ḟ(γ̌) = ξ̌)}. Then p′ ⊩α rge(ḟ) ⊆ X̌ and |X| ≤ α ⊗ δ = α. Hence, p′ ⊩α rge(ḟ) is
bounded in (α+)V , which is a contradiction.

A similar proof shows that the cofinality of α+ is preserved, so α+ is regular.
□
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Since |Pα| ≤ α++, we have that GCH hold everywhere except possibly at α. The
next proposition shows that GCH holds at α.

Proposition 6.5. GCH holds at α.

Proof. Suppose for a contradiction that in V Pα , 2α ≥ α++. Let p ⊩α {ḟγ | ḟγ :
α → 2, γ < α++} a sequence of different subsets of α. Since forcing with stem of
p does not change GCH at α, we may assume for simplicity that p is pure. Let
Dγ,ξ be the collection of p′ that decides ḟγ(ξ). Use Proposition 5.1 to get a ≤∗-
decreasing sequence p⃗γ = {pγ,ξ | ξ < α} each pγ,ξ witnesses Proposition 5.1 for
Dγ,ξ. By GCH in V , (α+)α = α, we can shrink the family of functions so that
there is p⃗ with p⃗γ = p⃗ for all γ. Write p⃗ = {pγ | γ < α}, pγ = ⟨α,Aγ , Fγ⟩. Note

that the number of conditions that decide ḟγ(ξ) for some γ, ξ is at most α: i.e. the
collection of s⌢⟨α,Aγ \ top(s), Fγ ↾ {γ ∈ Aγ \ top(s) | ◦(γ) > ◦(s)}⟩ for some s, γ.
Then, we count the number of nice names for functions from α to 2, with respect
to conditions in {s⌢⟨α,Aγ \ top(s), Fγ ↾ {γ ∈ Aγ \ top(s) | ◦(γ) > ◦(s)}⟩ | for some
s and γ}. It is at most αα⊗α = α+, which is a contradiction.

□

Let G be Pα-generic. If ◦(α) = 0, then Pα is isomorphic to Q for some β, ν̇ and
Q as in Definition 4.10. Define Cα in V [G] by Cα = CQ ∪ {α} where CQ is the
set added by Q (if Q = Pβ , then CQ = Cβ , otherwise, CQ = Cβ ⊔ Cν/β where
ν = ν̇[G ↾ Pβ ]. Then Cα ⊆ α+ 1, max(Cα) = α, and Cα \ {α} is a closed bounded
subset of α.

Consider the general case, ◦(α) > 0. Let G be Pα-generic. Let C∗ = {γ < α |
∃p ∈ Pα∃i(stem(p)i)0 = γ}. The tail of C∗ is simply a Prikry sequence if ◦(α) = 1,
or a magidor club set of α if ◦(α) > 1. For γ ∈ C∗, let Gγ = G ↾ Pγ . For such γ.
For p ∈ G with (stem(p)i)0 = γ for some i, let sγ,p = stem(p)i. If sγ,p is a triple,
then sγ,p′ is a triple for all p′ ∈ G with sγ,p′ exists. In this case, let C∗

γ = ∅. If,
otherwise, sγ,p is a 5-tuple. Set R = {q̇[Gγ ] | ∃p′ ∈ G((sγ,p′)4 = q̇)}. Then, R is
Pν̇[Gγ ][Gγ ]-generic over V [Gγ ] for some ν̇. This produces the set Cνγ/γ ⊆ (γ, νγ ]
where νγ = ν̇[Gγ ]. We have that νγ ∈ [γ,max(C∗ \ (γ + 1)). If νγ = γ, then
Cνγ/γ = ∅. Assume νγ > γ. Then max(Cνγ/γ) = νγ , Cν/γ \ {ν} is a club set
of ν if ◦(ν) > 0, or a closed bounded subset of ν if ◦(ν) = 0. Furthermore,
ν < min(C∗ \ (ν + 1)). Set Cα = C∗ ∪ ∪{Cνγ/γ | γ ∈ C∗} ∪ {α}.

Now, if β, ν̇ and Q be as in Definition 4.10, and G is Q-generic. In Pα[G], we
can apply the same process to get the required set Cα/Q as follows. Let H be
Pα[G]-generic, and I be the canonical generic over Pα such that V [G][H] = V [I].
In V [I], we have Cα. Set Cα/Q = Cα \ CQ.

Proposition 6.6. Forcing with Pα preserves cofinalities of regular cardinals which
are not in lim(Cα).

Proof. Let γ ̸∈ lim(Cα). First, suppose that ◦(α) = 0, then Pα is equivalent to
some Pβ ∗Pν̇/Pβ , and Cα = Cβ ⊔Cν/β ∪{α} for some ν. If γ = α, then γ is regular
in V [G] since Pα is equivalent to a small forcing. If γ < α, then γ ̸∈ lim(Cβ⊔Cν/β),
and so γ is regular in V [G ↾ Pβ ∗ Pν̇/Pβ ] = V [G]. Now, suppose that ◦(α) > 0.
Then find β ∈ (γ, α) such that G ↾ Pβ exists. Note that γ ̸∈ lim(Cβ), so γ is
regular in V [G ↾ Pβ ]. The forcing (Pα[G ↾ Pβ ],≤∗) is β+-closed, so γ is still regular
in V [G].

□
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Similar proof with an easy application on factoring forcings show that

Proposition 6.7. ⊩α γ ̸∈ lim(Cα/Q) and (γ is regular)V
Q

implies that γ is regular.

7. The main forcing Pκ

We now define the main forcing Pκ.

Definition 7.1. Define Pκ = ∪α<κPα. For p, q ∈ Pκ, define p ≤ q if p, q ∈ Pα and
p ≤α q, or p ∈ Pβ , q ∈ Pα, β > α, and p ↾ Pα ≤α q.

If G is Pκ-generic, then for α < κ with some p ∈ G ∩ Pα, Gα := G ↾ Pα is
Pα-generic. Pκ has size κ, so it is κ+-c.c.

Theorem 7.2. Let G be Pκ-generic. In V [G], if f : α → On for some α < κ, then
there is β < κ such that f ∈ V [G ↾ Pβ ].

Proof. Recall that for γ < κ, {α ∈ X | ◦(α) ≥ γ} is stationary. Let ḟ : α → On
and p ∈ Pκ. Let M ≺ Hθ such that M ∩ κ ∈ κ, M is transitive below M ∩ κ,
Pκ, p, κ, ḟ ∈ M , and if γ := M ∩ κ, then ◦(γ) > α is a regular cardinal and ◦(γ)
is greater than ◦(ξ) any ξ which is equal to (stem(p)i)0 for some i, say that ξ0 is

the maximum of those ◦(ξ)s. Let A ∈ U⃗(γ). We build F with dom(F ) = {β ∈
A | ◦(β) > ξ0}. We define the value F inductively on the Mitchell order. For each
β with ◦(β) = ξ0 + 1, let Gβ be the forcing containing p⌢⟨γ,A ↾ β, ∅⟩. Then, in

V [Gβ ], there is qβ ∈ Pκ/Gβ such that qβ decides ḟ [Gβ ](0). Since M ∩κ is transitive
and β < M ∩ κ, we may find qβ ∈ M [Gβ ]. Note that κ ∩M [Gβ ] = κ ∩M . Thus,
qβ ∈ Pν/Pβ for some νβ < γ. Let ν̇β and q̇β be names for such νβ and qβ and
define F (β) = ⟨ν̇β , q̇β⟩. Suppose that F is defined on ordinals of Mitchell orders
in (ξ0, ξ1) for some ξ1 < ξ0 + α. Write ξ1 = ξ0 + τ for unique τ . For β ∈ A with
◦(β) = ξ1, let Gβ be generic containing p⌢⟨α,A ↾ β, F ↾ {τ ∈ A ↾ β | ◦(τ) > ξ0}⟩.
Find qβ ∈ Pκ/Gβ ∩ M [Gβ ] deciding ḟ [Gβ ](τ), so qβ ∈ Pν [Gβ ], and let ν̇β , q̇β be
such names. Set F (β) = ⟨νβ , q̇β⟩. This process continues up to (but not including)
stage ξ0 + α. For β with ◦(β) ≥ ξ0 + α, assign any F (β). We can see that by the

choice of F , if G is Pκ-generic containing p⌢⟨α,A, F ⟩, then ḟ ∈ V [G ↾ Pγ ]. Thus,

p⌢⟨γ,A, F ⟩ ⊩κ ḟ ∈ V [Ġ ↾ Pγ ]. □

Corollary 7.3. In V Pκ , κ is still inaccessible, and GCH holds below κ.

Let G be Pκ-generic. Set Cκ = ∪α<κCα where Cα is the set derived from
V [G ↾ Pα]. For α < β < κ, Cα ⊑ Cβ .

Proposition 7.4. Cκ is a club subset of κ.

Proof. Since for p ∈ Pα and β ∈ X \ (α + 1), there is p′ ≤κ p, p′ ∈ Pβ , Cκ is
unbounded in κ. To check the closeness, let γ be the limit point of Cκ, then it is
forced by some p ∈ Pα for some α > γ. We see that γ is a limit point in Cα. Thus,
γ is a limit point of Cκ.

□

Proposition 7.5. If γ ̸∈ lim(Cκ) is regular in V , then in is regular in V Pκ .

Proof. Let γ ̸∈ lim(Cκ) be regular in V . Suppose for a contradiction that β < γ
and f : β → κ be cofinal. Find α < κ large such that f ∈ V [G ↾ Pα]. Since
γ ̸∈ lim(Cκ), γ ̸∈ lim(Cα), so γ is regular in V [G ↾ Pα], which is a contradiction.

□
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8. The optimal assumption

As we noted earlier, the following assumption is also enough to build the forcing
that has the same effect:

Assumption 8.1. κ is inaccessible, X ⊆ κ, each α ∈ X, {U(α, β) | β < ◦(α)} is a
Mitchell increasing sequence of normal measures, and for ν < κ, {α ∈ X | ◦(α) ≥
ν} is stationary.

We complete this section by recalling, with proof, that Assumption 8.1 is optimal.

Proposition 8.2. Assume there is no inner model of 0¶. Let V ⊆ W . Suppose that
in W , there is a club subset C of κ containing V -regular cardinals, κ is inaccessible
in W , and all V -regular cardinals which are not limit points of C are still regular
in W . Then, V satisfies Assumption 8.1.

Proof. Let ν < κ and C ′ ⊆ κ be a club in V . By absoluteness, C ′ is a club in W ,
and so C ′ ∩ C is a club. Find γ ∈ C ′ ∩ C such that cfW (γ) ≥ ν. Since γ is regular
in V , by [4], ◦(γ) ≥ ν in V .

□
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